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An Enriched framework on Sentiment Analysis of Movie
Reviews Data Sets using Machine Learning Algorithm

K.Deepa® & Kirubakaran™

Abstract

In this research paper our tarpet set is movie reviews. There are diverge range of mechanisms
to express their data which may be either subjective, objective or a mixture of both. Besides the data
collected from World Wide Web consists of lot of movie dataset. It is very much true that we are
going to apply some pre-processing techniques and compare the accuracy using Machine Learning
algorithm for various classifiers. With ever growing demand to mine the Big Data the open source
software technologies.

Keywords:  Sentiment Analysis, SVM, K-Nearest Neighbour, Random Forest. Naive Bayes
Algorithm.

Introduction

Sentiment analysis refers 1o the use of natural language processing. text analysis and
computational linguistics to extract and identify subjective information in source materials. It

aims to determine the attitude of a speaker or a writer with respect to some topic or the overall
contextual polarity of a document [1].

[2]In last decade there is a rise of social media such as blogs and social networks, which has
fueled the interest in sentiment analysis. Online opinion has turned into a kind ot virtual currency
with the proliferation of reviews, ratings, recommendations and other forms of online expression,
for businesses that are looking to market their products, identify new opportunities and manage then
reputations. In order to automate the process of filtering out

the noise, understanding the conversations, identitving the relevant content and following
appropriate actions, many are now looking to the field of sentiment analysis

[3] The problem of most sentiment analysis algorithms is that they use simple terms o express
sentiment about a Product or service. However, cultural factors, sentence negalion, Sarcasm, terseness.
language ambiguity and diflering contexts make it extremely difficult to turn a string of written text

into a simple pro or con sentiment.

Data Pre-processing

The dataset provided in this competition i1s comprised of tab-separated hiles with phrases from
the Rotten Tomatoes dataset [4]. The dataset has been divided to training and test set tor the purpose
of benchmarking, but the sentences have been shuffled from their original order Fach Sentence in the
dataset has been parsed into many phrases by the Stanford parser. Each

Phrase has a phrase Id. Each sentence has a sentence Id. Phrases that are repeated (such
as short/common words) are only included once in the data.
The train.tsv contains the phrases and their associated sentiment labels. The test.tsv contains

Just phrases. Sentiment label to each phrase in test file should be assigned.
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A Hybrid Method Using Rsa with Fast Exponentiation
Algorithm
R. Kalaivani’

ABSTRACT — RSA encryption is one of the public-key methods that have been popular
in last decade. Considering merement of security requirements, size of the keys has been larger.
With key length growing. delay of exponentiation computation has changed into major problem in
selecting longer keys. The necessity for information security becomes more widespread in these days,
especially tor hardware-based implementations such as smart cards chips for wircless applications and
cryptographic acceelerators. The binary or in other words square-and-multiply method is the classical
exponentiation technique that is used in RSA. In this paper a new algorithm of exponentiation in RSA
is presented that works in parallel. needs fewer multiplications and so has less delay. Therefore this
technique is more useful in larger key computations. Fast modular exponentiation algorithms are often
considered of practical significance in public-key cryptosystems.

KEYWORDS--- Cryptography. Decryption, Encryption, Network Security.
I. INTRODUCTION

The RSA cryptosystem is one of the most widely used technologies for achieving information
security. The main task of the encryption and decryption engine of RSA cryptosystem is to compute
M¢ mod N. Because the bit-length of the numbers M, E, and N would be about 512 to 1024 bits now.
the computations for RSA cryptosystem are time-consuming. In this paper. an eflicient technique for
parallel computation of the modular exponentiation is proposed and our algorithm can reduce the time.

IL. TYPES OF CRYPTOGRAPHY

Cryptography is one of the most popular techniques that can be used to provide
sufficient security to the sensitive data. Cryptography is a method of storing and transmitting data in
a particular form so that only those for whom it is intended can read and process it. There are several
ways of classifying cryptographic algorithms. Secret Key Cryptography (SKC) uses a single key for
both encryption and decryption .Public Key Cryptography (PKC) uses one key for encryption and

another for decryption.
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Fig 1: Types of cryptography

III. SYMMETRIC KEY CRYPTOSYSTEM

Symmetric encryption also referred to as conventional encryption or single key encryption was

the only type of encryption.
Cipher text = encrypt (plaintext, key)
Fig 2 shows the symmetric encryption scheme with five ingredients such as Plaintext is the
original intelligible message or data that is fed to the algorithm as input.The Encryption Algorithm
performs various substitutions and permutations on the plaintext. The Secret Key is also input to the

Plaintext = decrypt (cipher text, key)
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A Survey on Mining Frequent ltemsets
P.Sumathi’ & S. Murugan*

Abstract - Data mining is a process of extracting valuable and hidden information from
large da!_al\‘n.\‘cs‘ Association rule mining is one of the popular data mining techniques. In the field
of ."ISSOCI:}“UI'I rules mining. Apriori is most popular algorithm which is u'scd for finding frequent
ilcrnsct:-s from large databases. But, the application of Apriori algorithm needs to scan 1h; database
many times which leads to a great overhead. In last decades, lots of research activities has been done
to improve ‘lhc efficiency of Apriori algorithm and this paper presents a comprehensive survey of the
latest techniques and developments in finding frequent itemset mining and association rule mining.

Keywords - Data Mining. Frequent Itemsets. Association Rule Mining and Apriori Algorithm

Introduction

. Association rule mining is one of the popular data mining techniques which have wide range of
applications in marketing and retail communities as well as other more diverse fields [6]. Discovery of
association rules involves two major steps. 1) Finding frequent itemsets and 2) generating reliable and
strong association rules from the frequent itemsets. Step 1 of association rule mining is a challenging
task [4] and play s a vital role in mining associations and correlations [5]. Association rules are generated
for detecting unknown relationships. producing results which can perform basis for decision making
and prediction. Researchers have proposed various improved algorithms for generating frequent
itemsets. These algorithms differ in their ways by how they traverse and handle the database. This
paper presents an overview of the latest innovations and improvements in finding frequent itemsets
proposed by various researchers.

The rest of the paper is organization as follows. In Section 2, describes the Apriori Algorithm
and its limitations. In Section 3 elaborates the works related to Apriori and its improvement and the

conclusion is given in Section 4.
Apriori Algorithm
Apriori Algorithm is one of the most important algorithms which are used to extract frequent

itemsets from large database and obtain the association rule for discovering the knowledge [1] and

proposed by R. Agrawal and R. Srikant in 1994 [5]. Apriori employs an iterative approach known
as a level-wise search, where k-itemsets are used to explore (k+1)-itemsets. First. the
set of frequent l-itemsets is found by scanning the database to accumulate the count for each item.
and collecting those items that satisfy minimum support. The resulting set is denoted by L . Next. L
is used to find L. the set of frequent 2-itemsets. which is used to find L, and so on. until no more

frequent k-itemsets can be found. The finding of each L _requires one full scan of the database [15].

To improve the efficiency of the level-wise generation of frequent itemsets, an important
property called the Apriori property i.e.. all nonempty subsets of a frequent itemset must also be
frequent is used to reduce the search space. To generate L, from L, , a two step process is followed. 1)
Join step 2)Prune step. Join step generales C, a set of candidate k-ile.msets by joining L,_, with itself
and C, is pruned to generate L, with “minimum support” as the pruning parameter. To select the best

»s. association rule mining depends on two important constraints. They

rule among all the available rule i A
are minimum threshold on support and confidence called minimum support and minimum confidence

and is set by domain experts [12]. The support of an association rule is defined as the percentage of the

fraction of records that contain to the total number of records in the database.
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L. INTRODUCTION

Cryptography is an art of exchanging the informatic-m irf the secret manner. It has v main
processes they are Encryption and Decryption. Encryption is E’JOI‘IL‘ by Ihc‘ sender. During e
encryption process, the original message (is called as Plain text) is converted into a cipher fey by
using mathematical operations and some additional information called as key. The generated Cipher
text has no meaning and no readable form. Then the Cipher text is transferred 1o the receiver through
the network. The receiver receives the cipher text. The receiver decrypts the received cipher tea by
using any mathematical operations and additional information. This process is called Decryption, At
the end of decryption the cipher text is to be converted into original plain text.

IL. SYMMETRIC KEY AND ASYMMETRIC KEY CRYPTOGRAPHY

There are (wo types of crypto systems used to protect the data. commonly known as svmmetric hey
cryptography and asymmetric key cryptography.
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TION
3 mTRODUC

pata Mining is the process of discovering knowledge. It is the process of extracting i :
qvailable TaW data. The data are stored in databases. There are various E:l?ﬂ;rflgd lnj‘lu?nallnn
pe used 10 data mining which includes transactional data. statistical data etc Dalz mini?:: :r:illlu(in
various techniques for each purpose. Techniques include Association ru]e‘mininu cla;siﬁcaiic:
ction. regression etc. Association rule mining techniques are widely used in di_r:overinu hiddt‘l:l
correlations and relationship between the set of items in a transaction. 1t includes every 1rz:1sacxion
i the database during the discovery process. It also reveals the set of strategies that cm{ be followed
or neglected in the field for respective development .Many analysis data mining as synonymotus 10
Knowledge Discovery from Data (KDD). while others consider data mining as :'m esszemia-l stage in

the KDD process.
1.1 Data formats of fim algorithms

Frequent item set mining (FIM) is a useful tool for discovering frequently co-concurrent
ber of significant FIM algorithms have been developed to speed up

tems. Since its inception. a num
1g is one of the most important data mining problems.

mining performance. Association rule minir
The conviction of association rule mining is the discover of association relationship among 2 setof

items. There are two different data formats: horizontal data format and vertical data format. The data
format of Eclat is vertical data format. Both data formats are the representations of the database in
memory. Horizontal data format. a ~TID-itemset~ format. can Also be expressed as “TID: itemset”.
in which “TID" is the unique identifier of a transaction in Jatabase: “itemset” i the set of items
included in the transaction. Vertical data format. a7 ~Jtem-TID_set”" format. can also be expressed as
“ltem: TID_set”, in which “ltem” is an item in databasc. ~TID_set” is the set of transactions including
the items. Table 1 shows the horizontal data format represenlation of a clambasc: and Table 2 shm\l's
the corresponding vertical data format representation. Two data form.als have different etﬁclenc}- in
clculating the support degree of the itemset. When adopting the honzo.mal datfx formm.r it _nceld;. [lo
sean the whole database to get the support degree of the itemset. B'ut if adopting the \emc; ata
format, i only needs to calculat the intersection of all TID_sets of items to get the SEJPPUF‘ egfef’-
For exa O f an itemsel y=11,12}, for the data in Table 1. we
Need mple, when we want t0 g the SUPPE 0 " tions including item /7 and 22€1 3

scanall ransactions from 715 110 TIDEYY get 21 -~ d to calculate the intersection
~ >and6), then Support(/1,12)=4- For the data in Table 2, W€ only nee

of Ty .
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| INTRODUCTION

Content Based Image Retrieval (CBIR) system protorypes have been proposed and few are
psed 25 commercial systems. CBIR aims at searching image databases for specific images that are
also focuses at developing new techniques that suppert effective

gmilar to a given query image. It
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Emerging Trends in Digital Transformation - ETDT 2018

An Enriched framework on Sentiment Analysis of Movie
Reviews Data Sets using Machine Learning Algorithm

K.Deepa® & Kirubakaran®
Abstract

In this research paper our target set is movie reviews. There are diverge range of mechanisms
to express their data which may be either subjective, objective or a mixture of both. Besides the data
collected from World Wide Web consists of lot of movie dataset. It is very much true that we are
going to apply some pre-processing techniques and compare the accuracy using Machine Learning

algorithm for various classifiers. With ever growing demand to mine the Big Data the open source
software technologies.

Keywords: Sentiment Analysis, SVM, K-Nearest Neighbour, Random Forest, Naive Bayes
Algorithm.

Introduction

Sentiment analysis refers to the use of natural language processing, text analysis and
computational linguistics to extract and identify subjective information in source materials. It
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aims to determine the attitude of a speaker or a writer with respect to some topic or the overall
contextual polarity of a document [1].

[2]In last decade there is a rise of social media such as blogs and social networks, which has
fueled the interest in sentiment analysis. Online opinion has turned into a kind of virtual currency
with the proliferation of reviews, ratings, recommendations and other forms of online expression,
for businesses that are looking to market their products, identify new opportunities and manage their
reputations. In order to automate the process of filtering out

the noise, understanding the conversations, identifying the relevant content and following
appropriate actions, many are now looking to the field of sentiment analysis.

[3] The problem of most sentiment analysis algorithms is that they use simple terms to express
sentiment about a Product or service. However, cultural factors, sentence negation, sarcasm, terseness,
language ambiguity and differing contexts make it extremely difficult to turn a string of written text
into a simple pro or con sentiment.

Data Pre-processing
The dataset provided in this competition is comprised of tab-separated files with phrases from
the Rotten Tomatoes dataset [4]. The dataset has been divided to training and test set for the purpose

of benchmarking, but the sentences have been shuffled from their original order. Each Sentence in the
dataset has been parsed into many phrases by the Stanford parser. Each

Phrase has a phrase Id. Each sentence has a sentence Id. Phrases that are repeated (such
as short/common words) are only included once in the data.

The train.tsv contains the phrases and their associated sentiment labels. The test.tsv contains

Just phrases. Sentiment label to each phrase in test file should be assigned.
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9842129551

Head, Department of Computer Science, Karunya University, Coimbatore, India.ekirubakaran@gmail.
com Mobile no: 9442631150.

* %




'8

m of
sdern
ed to
‘e not
iy the

“uture
fforts,
net is
mote.
s into

il M.Mﬂmm-hmmm

Emerging Trends in Digital Trangformation - ETDT 2018

Review: Vertical Data Formats Of F requent Pattern Mining
Algorithms

V.Priya*, Dr. S.Murugan**

ABSTRACT: In the current digital world, there isa growth of data for everyday. The researchers
are confused by the huge arrival of data. To manage all these massive data is an open challenge for all
the researchers in frequent pattern mining. This paper gives a report of the concise narrate of earlier
works of vertical formats of frequent patterns with a thorough description of the core algorithms,
highlighting the major contributions of the different algorithms put forth by different authors. A broad

review of the most significant algorithms of literature has been explained and compared with them in
the vertical data Formats.

KEYWORDS: Frequent Pattern Mining, Association Rule Mining, Vertical data formats.
1. INTRODUCTION

Data Mining is the process of discovering knowledge. It is the process of extracting information
from available raw data. The data are stored in databases. There are various kinds of data that can
be used in data mining which includes transactional data, statistical data etc. Data mining includes
various techniques for each purpose. Techniques include Association rule mining, classification.

prediction, regression etc. Association rule mining techniques are widely used in discovering hidden
correlations and relationship between the set of items in a transaction. It includes every transaction
in the database during the discovery process. It also reveals the set of strategies that can be followed
or neglected in the field for respective development .Many analysis data mining as synonymous to

Knowledge Discovery from Data (KDD), while others consider data mining as an essential stage in
the KDD process.

L.1 Data formats of fim algorithms

Frequent item set mining (FIM) is a useful tool for discovering frequently co-concurrent
items. Since its inception, a number of significant FIM algorithms have been developed to speed up
mining performance. Association rule mining is one of the most important data mining problems.
The conviction of association rule mining is the discovery of association relationship among a set of
items. There are two different data formats: horizontal data format and vertical data format. The data
format of Eclat is vertical data format. Both data formats are the representations of the database in
memory. Horizontal data format, a “TID-itemset” format, can also be expressed as “TID: itemset”,
in which “TID” is the unique identifier of a transaction in a database; “itemset” is the set of items
included in the transaction. Vertical data format, an “Item-TID_set” format, can also be expressed as
“Item: TID_set”, in which “Item” is an item in database, “TID_set” is the set of transactions including
the items. Table | shows the horizontal data format representation of a database and Table 2 shows
the corresponding vertical data format representation. Two data formats have different efficiency in
calculating the support degree of the itemset. When adopting the horizontal data format, it needs to
scan the whole database to get the support degree of the itemset. But if adopting the vertical data
format, it only needs to calculate the intersection of all TID_sets of items to get the support degree.
For example, when we want to get the support of an itemset X={11,12}, for the data in Table 1, we
need to scan all transactions from 71D [ to TID 6 to getall transactions including item // and 12 (1. 3
» 5 and 6), then Support(//,/2)=4. For the data in Table 2, we only need to calculate the intersection
of TID_sets of /] and /2 and the number of TIDs in the intersection, so Support(/7,/2)= Num((1,3,4,5,
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A Survey on Mining Frequent Itemsets
P.Sumathi* & S. Murugan*

Abstract - Data mining is a process of extracting valuable and hidden information from
large databases. Association rule mining is one of the

of association rules mining,
itemsets from large database,

popular data mining techniques. In the field
Apriori is most popular algorithm which is used for finding frequent
s. But, the application of Apriori algorithm needs to scan the database
many times which leads to a great overhead. In last decades, lots of research activities has been done

to improve the efficiency of Apriori algorithm and this paper presents a comprehensive survey of the

| latest techniques and developments in finding frequent itemset mining and association rule mining.
Keywords - Data Mining, Frequent Itemsets, Association Rule Mining and Apriori Algorithm
:l Introduction
t Association rule mining is one of the popular data mining techniques which have wide range of
1 applications in marketing and retail communities as well as other more diverse fields [6]. Discovery of
S 3 association rules involves two major steps. 1) Finding frequent itemsets and 2) generating reliable and
. strong association rules from the frequent itemsets. Step 1 of association rule mining is a challenging
task [4] and plays a vital role in mining associations and correlations [5]. Association rules are generated
tor-detectingumkmown refationsnips, producing results which can perform basis for decision making
g and prediction. Researchers have proposed various improved algorithms for generating frequent
itemsets. These algorithms differ in their ways by how they traverse and handle the database. This
- paper presents an overview of the latest innovations and improvements in finding frequent itemsets
Z proposed by various researchers.
a ] The rest of the paper is organization as follows. In Section 2, describes the Apriori Algorithm
and its limitations. In Section 3 elaborates the works related to Apriori and its improvement and the
al conclusion is given in Section 4.
tz Apriori Algorithm
Apriori Algorithm is one of the most important algorithms which are used to extract frequent
al itemsets from large database and obtain the association rule for discovering the knowledge [1] and
m proposed by R. Agrawal and R. Srikant in 1994 [5]. Apriori employs an iterative approach known
as a level-wise search, where k-itemsets are used to explore (k+1)-itemsets. First, the
set of frequent 1-itemsets is found by scanning the database to accumulate the count for each item,
le and collecting those items that satisfy minimum support. The resulting set is denoted by L. Next, L,
i is used to find L., the set of frequent 2-itemsets, which is used to find L,, and so on, until no more
- frequent k-itemsets can be found. The finding of each L, requires one full scan of the database [15].
et To improve the efficiency of the level-wise generation of frequent itemsets, an important
W property called the Apriori property i.e., all nonempty subsets of a frequent itemset must also be
iy frequent is used to reduce the search space. To generate L, from L, ., a two step process is followed. 1)
ng Join step 2)Prune step. Join step generates C, a set of candidate k-itemsets by joining L, with itself
m

yoa

and C,_is pruned to generate L, with “minimum support” as the pruning parameter. To select the best
rule among all the available rules, association rule mining depends on two important constraints. They
are minimum threshold on support and confidence called minimum support and minimum confidence
and is set by domain experts [12]. The support of an association rule is defined a

fi

s the percentage of the
raction of records that contain to the total number of records in the database.
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A Hybrid Method Using Rsa with Fast Exponentiation
Algorithm

R. Kalaivani’

ABSTRACT— RSA encryption is one of the public-key methods that
in last decade. Considering increment of security requirements, size of the ke
With key length growing, delay of exponentiation computation has changed int
selecting longer keys. The necessity for information security becomes more wide

especially for hardware-based implementations such as smart cards chips for wir
cryptographic accelerators, The binary or in other words s
exponentiation technique that is

have been popular
ys has been larger.
0 major problem in
spread in these days,
eless applications and
quare-and-multiply method is the classical
used in RSA. In this paper a new algorithm of exponentiation in RSA
is presented that works in parallel, needs fewer multiplications and so has less delay. Therefore this

technique is more useful in larger key computations. Fast modular exponentiation algorithms are often
considered of practical significance in public-key cryptosystems.

KEYWORDS--- Cryptography,

Decryption, Encryption, Network Security.
I. INTRODUCTION

The RSA cryptosystem is one of the most widely used technologies for achieving information

re

sectrity. The main fask of the encryption and decryption engine of RSA cryptosystem is to compute
MEmod N. Because the bit-length of the numbers

M, E, and N would be about 512 to 1024 bits now,
the computations for RSA cryptosystem are time-consuming. In this paper, an efficient technique for

parallel computation of the modular exponentiation is proposed and our algorithm can reduce the time.
IL. TYPES OF CRYPTOGRAPHY

Cryptography is one of the most popular techniques that can be used to provide
sufficient security to the sensitive data. Cryptography is a method of storing and transmitting data in
a particular form so that only those for whom it is intended can read and process it. There are several
ways of classifying cryptographic algorithms. Secret Key Cryptography (SKC) uses a single key for
both encryption and decryption .Public Key Cryptography (PKC) uses one key for encryption and
another for decryption. g

> S e,

s
Plaintext Ciphertext

—=plaintext
A Scecret lkey sy mmetsic) Cryplography. S
encrypiion mamacl decryption.

— Ccipherte=<t
B) Public lcey (asymmmetric) cryp too e ap iy .

FIC uses two keys. one for
encry pition and the other Gor decryption

uses a single ey Ffor bhoth

Plaintext

— =2 laintext

Fig 1: Types of cryptography
HI. SYMMETRIC KEY CRYPTOSYSTEM

Symmetric encryption also referred to as conventional enc

ryption or single key encryption was
the only type of encryption.

Cipher text = encrypt (plaintext, key) Plaintext = decrypt (cipher text, key)

Fig 2 shows the symmetric encryption scheme with five ingredients such as
original intelligible message or data that is fed to the algorithm as input.The Encryp
performs various substitutions and permutations on the plaintext. The Secret Key

Plaintext is the
tion Algorithm
is also input to the
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Enhanced Byte Rotation Encryption Algorithm Using Cipher
Block Chaining Technique

Velmurugan P

Abstract

In this digital world protecting the Sensitive data is a required thing. There is a demand for
DES, RSA, Blowfish, etc are used to encrypt the data.
The quality of the encryption method is measured based on maintaining security and accuracy of the
essage. Most of the algorithms achieve data security at greater level, but increasing security
{o increase time and complexity of the algorithms. This may cause decreasing speed and
efficiency of the encryption system. Enhanced Byte Rotation Algorithm (EBREA) using Cipher Block
Chaining technique is the new method that ensures speed, security and accuracy of the encryption

scheme. Byte Rotation Encryption Algorithm (BREA) works based on Symmetric a key cryptography
h divides the plain text into n number of plain text blocks using

and Block Cipher algorithm whic
symmetric key technique but it has security issues. To overcome these flaws BREA is enhanced by

combining it with Cipher Block Chaining (CBC) algorithm.

powerful cry ptography techniques such as AES,

original m
can leads

a_Security, Encryption, Decryption, Security, Cipher Block Chaining

L. INTRODUCTION

Cryptography is an art of exchanging the information in the secret manner. It has two main
processes they are Encryption and Decryption. Encryption is done by the sender. During the
encryption process, the original message (is called as Plain text) is converted into a cipher text by

using mathematical operations and some additional information called as key. The generated cipher

text has no meaning and no readable form. Then the Cipher text is transferred to the receiver through
the network. The receiver receives the cipher text. The receiver decrypts the received cipher text by

using any mathematical operations and additional information. This process is called Decryption. At

the end of decryption the cipher text is to be converted into original plain text.

IL. SYMMETRIC KEY AND ASYMMETRIC KEY CRYPTOGRAPHY

commonly known as symmetric key &

There are two types of crypto systems used to protect the data,

cryptography and asymmetric key cryptography.

Symmetric key

_‘_—-"

decrypt

rinhartavi

i symmetric Key Cryptography
I In this cryptography both encryption and decryption process may take s
i< also called as private key cryptography.

ame key. This method

Asymmetric Key Cryptography

11y | In this cryptography sender and receiver uses different keys to encrypt and decrypt the data. The

A J————
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Abstract

Presently, tools for mining images are few and require human interyentions.
Feature selection and extraction is the pre-processing step of Image Mining.
Obviously this is a critical step in the entire scenario of Image Mining. Our
approach to mine from Images —is to extract patterns and derive knowledge from
large collection of images, deals mainly with identification and extraction of
unique features for a particular domain. Though there are various features
available, the aim is to identify the best features and thereby extract relevant
information from the images. Various methods for extraction are used in this
paper. Content Based Image Retrieval is the popular image retrieval method by
which the target image is to be retrieved based on the useful features of the given
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Image Encryption and Decryption in Public Key
Cryptography based on MR
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Abstract— In the past decade, image encryption is given much
attention in research of information security and a lot of image
encryption algorithms have been introduced. Due to some intrinsic
features of images like bulk data capacity and high data redundancy,
the encryption of image is different from that of text; therefore it is
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processes. As a result, the safety of image data from
unauthorized access is crucial at the hands of user. Image
encryption plays a significant role in the field of information
hiding. Tmage hiding or encryption methods and algorithms

difficult to handle them by ftraditional encryption methods. In the
proposed work. a new image encryption algorithm based on Magic
Rectangle (MR) is being applied. To begin with, the plain-image is
converted into blocks of single bytes and then the block is replaced as
the value of MR. Further, the control parameters of Magic Rectangle
(MR) are selected randomly by the user. Subsequently the image is
being encrypted with public key cryptography algorithms such as
RSA. ElGamal etc. The experimental result shows that the propesed
algorithm can successfully encrypt/decrypt the images with separate
secret keys, and the algorithm has good encryption effect. Cipher text
developed by this method will be entirely different when compared to
the original image file and will be suitable for the secured
transmission over the internet. Thus, this model provides an additional
level of security to public key algorithm and efficient utilization of
memory.

Keywords— Communication Security, Image Encryption and

Decryption, Public Key Cryptography, Public key, Secret key, Magic
Rectangle.

[. INTRODUCTION

Computer has become an essential device now a days. The
main use of computer is to store data and send it from one
location to other. The information that is shared must be
transferred in a secured manner. To ensure secured
transmission of information, data is encrypted to unreadable
formats by an unauthorized person. Cryptography is the science
of information security which has become a very critical aspect
of modern computing systems towards secured data
transmission and storage. The exchange of digital data in
cryptography results in different algorithms that can be
classified into two cryptographic mechanisms: symmetric key
in which same key is used for encryption and decryption and
asymmetric key in which different keys are used for encryption
and decryption [1]. Asymmetric key algorithms are more
secured when compared with symmetric key algorithms.

Nowadays, information security is primarily based on data
storage and transmission. Images are broadly used in numerous

ISBN:978-1-4799-7623-2/15/$31.00 ®2015 |IEEE

ranges from simple spatial domain methods to  more

complicated and reliable frequency domain.

The parameters used in encryption and decryption process of
the algorithm plays a vital role for security such as key
streams in one time pad. the secret key in Data Encryption
Standard algorithm, the prime p and q in RSA etc. Of all the
encryption algorithms available, RSA(Rivest, Shamir,
Adlemen) accounts for highly reliable one. In RSA, the secret
key is derived from the public key and choosing p and q with
very large size. Even though the above parameters are
considered, it is not fully secured. The conventional method of
image encryption is done through any one of the technique
such as RGB color shuffling, bits manipulation, chaotic
mapping method etc. Of all the methods stated above. the
result of encryption is in the form of cipher image. It takes
more time for encryption and decryption process and the
inefficient use of memory in this kind of cryptosystem results
in reduction of transmission speed. To overcome this problem,
this paper ftries to develop a entirely different method by
introducing a special singly even magic rectangle [2] of the
order 32 x 48. Thus preferably different numerals representing
the bytes of image values are taken from magic rectangle
instead of taking patterns or bits for encryption. The encryption
process is being performed using RSA cryptosystem.

II. RELATED WORK

Quist-Aphetsi Kester[3], proposed the work sets out to
contribute to the general body of knowledge in the area of
cryptography application and by developing a cipher algorithm
for image encryption of m*n size by shuffling the RGB pixel
values. Finally, the algorithm made it possible for encryption
and decryption of the images based on the RGB pixel.

Musheer Ahmad and M. Shamsher Alam [4] proposed a new
image encryption algorithm based on three different chaotic
maps. In this work, the plain-image is first decomposed into
8x8 size blocks and then the block based shuffling of image is
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Abstract

Prolongation of Nonproliferative Diabetic Retinopathy
may result in permanent blindness. A group of eye
conditions that affect people with diabetes which
causes progressive damage to the tiny blood vessels in
the retina. We scrutinized the retina to know the mild
level of Nonproliferative Diabetic Retinopathy through
the count of red pixels in Microaneurysms image. The
Mild stage of NPDR is detected through
Microaneurysms. Exposure of Nonproliferative
Diabetic Retinopathy at early stage is recommended.
The blood vessels in the retina get altered, secretion of
exudates, micro aneurysms and hemorrhages occur in
the retinas. The appearance of these features
represents the degree of severity of the disease.
Microaneurysms are focal dilations of retinal
capillaries and appear as small round dark red dots
.The Microaneurysms appear as small blood clots on
the surface of the retina layers. The Mild stage is
indicated by the presence of at least 1 Microaneurysms
on the surface of the retina layers. The level of
microaneurysms in mild juncture of nonproliferative
diabetic retinopathy is identified through the count of
red pixels in the retina.

Keywords: Retina, Microaneurysms, Red Pixels,

1 Introduction

The level of Microaneurysms is detected through the
count of red pixels in the retina. Then the same
process is applied in retina with Microaneurysms. The
mild juncture of Nonproliferative Diabetic Retinopathy
is detected through the count of red pixels. The retina
is easily detected whether it is affected by Diabetic
Retinopathy or not using the red pixels count.

125

1.1 Methods

The retina image is converted into green channel
image. Adaptive histogram equalization technique is
adopted to perform the Contrast enhancement. Then
Morphological filling is performed on the green
channel image. The unfilled green channel image is
then subtracted from the filled one. The RGB color
image is converted into binary image. Then the
background and foreground pixels are changed to yield
an image with Microaneurysms patches. The levels of
Microaneurysms are detected through the count of red
pixels.

2 Methods of Detection
2.1 Fundus Image

Images of retina are taken by a device called
fundus camera. This camera takes images of the
internal surface of retina, posterior pole, macula, optic
dise, and blood vessels. Some benchmark databases
are openly available for the assessment of algorithms
introduced for the computerized screening and
analysis of DR. The purpose of these databases is to
check the strength of automatic screening of DR and
then compare the results with current techniques.
Seven datasets are available openly including DRIVE,
STARE, DIARETDE, E-ophtha, HEI-MED,
Retinopathy Online Challenge (ROC), and Messidor
[6].We took the images from STARE datasets. In Fig.1
(a) represented original retina fundus image taken
from STARE dataset.

2.2 Morphological Filling
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The original image is converted into green channel
image. In Fig.1 (a) represented original image and (b)
represented green channel image. The contrast of the
grayscale image is enhanced by transforming the
values using contrast-limited adaptive histogram
equalization (CLAHE) [3]. Histogram equalization
redistributes the histogram of each color channel in
the input image such that the output image contains a
uniform pixel value distribution. The assumption is
that for each color plane the pixel rank order is
maintained even with variations in illumination. A
monotonie, non-linear transformation function is
applied to equalize the histogram of each separate
color channel [9]. An output image is produced by
applying the function to map each gray level value in
the input image to a new corresponding value in the
output image [4].In Figl (c) represented histogram
equalization image. The structuring element function
created STRELs of any arbitrary size and shape. Here
this function created square shaped two STRELs

Special Issue

(1320x1024) image. An area less than the range of 30
to B000 pixels are regarded as a background noise.
Then the microaneurysms image is received. Then the
binary image [[_micro] is converted into RGB image.
In this image the microaneurysms are displayed in red
color which is represented by Fig.2(c).The red pixels
are counted and displayed as red pixels count in
Tablel.

objects. Then the morphological close operation is
performed on the output image which joined the
individual objects in the output image together by
filling in the gaps between them and by smoothing
their outer edges [10].The holes in the output image is
filled by imfill function. In Figl (d) represented the
output image after morphological operations.

2.3 Microaneurysms Image and Red
Pixels Count in Mild Juncture

The output image generated by imclose operation is
subtracted from morphological filling image which is
represented by a Fig. 2(a).The subtracted image is
converted into binary image through the intensity
value in the subtracted image. The noise in the
original image is removed through median filter and
preserved edges [8].The constant value is subtracted
from original image to receive the marker image. The
image after noise removal is reconstructed using
marker image. The background image is retrieved
through the subtraction of marker image from original
image. Then the binary image is received through the
intensity value of the background image. The
components are connected in the image. The new
binary image is received after the removal of objects
that have fewer than some constant pixels (p) from old
binary image. The new binary image is represented by
Fig.2 (b).The new binary image is subtracted from old
binary image. Then the vessels are extracted from the
retina by using some constant threshold value in
histogram equalization image. The eroded image is
received through the binary erosion. Then the each
element in the eroded image is multiplied with each
element in the original image. The morphological
operation is performed in the output image. The image
after morphological operation is converted into binary
image. Microaneurysms may appear in isolation or in
clusters as tiny, dark red spots. Their sizes range from
10-100 microns i.e. less than 1/12th the diameter of an
average optics disc and are circular in shape [7].From
analysis and experiment, the pixel count for candidate
microaneurysms ranges from 30 to 5000 pixels for a
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2.4 Level of Microaneurysms in Mild
Juncture

The number of red pixels are increased whenever the
number of microaneurysms are increased which are
shown in Tablel The count of red pixels for different
retinas are plotted in Flg 3.

Retina Rssult ' Red

S.No | I_mage
{ _ | Pixels
| Names  Tmage Image

Count

t Ims_geS:: :

Ealli i RE i :
e

| Tmage6

Tablel Red Pixels Count for Different Retinas in Mild
Juncture of NPDR

Fig.3 Red Pixels Count for Different Retinas
Digsertation

Special Issue

Conclusion

Eve deceases like Diabetic retinopathy (DR) is
responsible for blindness in human eye. Therefore it is
necessary to detect such deceases at early stage with
the help of image processing technologies and
methods, RPC is able to know the level of
microaneurysms in different retinas in mild juncture
of non proliferative diabetic retinopathy. In this paper
we discussed about the variation of red pixels count in
mild juncture of Nonproliferative diabetic retinopathy.
So we can conclude the eye is affected by mild or heavy
through the red pixels count in the retina.
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